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The Language Modeling problem
● Assign a probability to every sentence (or any string of words)

○ finite vocabulary (e.g. words or characters) 
○ infinite set of sequences
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Language models play the role of ...
● a judge of grammaticality
● a judge of semantic plausibility
● an enforcer of stylistic consistency
● a repository of knowledge (?)
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● Assign a probability to every sentence (or any string of words)
○ finite vocabulary (e.g. words or characters) {the, a, telescope, …}
○ infinite set of sequences

■ a telescope STOP
■ a STOP
■ the the the STOP 
■ I saw a woman with a telescope STOP
■ STOP
■ ...

The Language Modeling problem
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p(disseminating so much currency STOP) = 10-15

p(spending a lot of money STOP) = 10-9
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● Speech recognition: we want to predict a sentence given acoustics

Motivation

        s              p  ee           ch           l      a          b
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● Speech recognition: we want to predict a sentence given acoustics

the station signs are indeed in english -14725

the station signs are in deep in english -14732

the stations signs are in deep in english -14735

the station signs are in deep into english -14739

the station 's signs are in deep in english -14740

the station signs are in deep in the english -14741

the station 's signs are indeed in english -14760

the station signs are indians in english -14790

the station signs are indian in english -14799

the stations signs are indians in english -14807

the stations signs are indians and english -14815

Motivation
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Motivation
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● Machine translation
○ p(strong winds) > p(large winds)

● Spelling correction
○ The office is about fifteen minuets from my house
○ p(about fifteen minutes from)  > p(about fifteen minuets from)

● Speech recognition 
○ p(I saw a van) >> p(eyes awe of an) 

● Summarization, question-answering, handwriting recognition, OCR, etc.
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Equivalent definition
● Language Modeling is the task of predicting what word comes next
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Equivalent definition
● Language Modeling is the task of predicting what word comes next

● More formally: given a sequence of words x(1), x(2), … x(t)  

compute the probability distribution if the next word x(t+1)  

Where  x(t+1) can be any word in the vocabulary V={ w1, w2, …w|V|}  
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We use Language Models every day
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We use Language Models every day
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Language Modeling
● If we have some text, then the probability of this text (according to the Language 

Model) is:
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This is what our LM provides
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n-gram Language Models

● Question: How to learn a Language Model?
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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● Assume we have n training sentences 
● Let x1, x2, …, xn be a sentence, and c(x1, x2, …, xn) be the number of times it 

appeared in the training data. 
● Define a language model:

● No generalization! 

           

A trivial model
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n-gram Language Models

● Question: How to learn a Language Model?
● Answer (pre- Deep Learning): learn an n-gram Language Model!
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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n-gram Language Models

● Definition: An n-gram is a chunk of n consecutive words.
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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n-gram Language Models

● Definition: An n-gram is a chunk of n consecutive words.
○ unigrams: {I, have, a, dog, whose, name, is, Lucy, two, cats, they, like, playing, with}
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n-gram Language Models

● Definition: An n-gram is a chunk of n consecutive words.
○ unigrams: {I, have, a, dog, whose, name, is, Lucy, two, cats, they, like, playing, with}
○ bigrams: {I have, have a, a dog, dog whose, … , with Lucy}
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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n-gram Language Models

● Definition: An n-gram is a chunk of n consecutive words.
○ unigrams: {I, have, a, dog, whose, name, is, Lucy, two, cats, they, like, playing, with}
○ bigrams: {I have, have a, a dog, dog whose, … , with Lucy}     have cats
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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n-gram Language Models

● Definition: An n-gram is a chunk of n consecutive words.
○ unigrams: {I, have, a, dog, whose, name, is, Lucy, two, cats, they, like, playing, with}
○ bigrams: {I have, have a, a dog, dog whose, … , with Lucy}     have cats
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”



Undergrad NLP 2022Yulia Tsvetkov

n-gram Language Models

● Definition: An n-gram is a chunk of n consecutive words.
○ unigrams: {I, have, a, dog, whose, name, is, Lucy, two, cats, they, like, playing, with}
○ bigrams: {I have, have a, a dog, dog whose, … , with Lucy}  
○ trigrams: {I have a, have a dog, a dog whose, … , playing with Lucy}   
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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n-gram Language Models

● Definition: An n-gram is a chunk of n consecutive words.
○ unigrams: {I, have, a, dog, whose, name, is, Lucy, two, cats, they, like, playing, with}
○ bigrams: {I have, have a, a dog, dog whose, … , with Lucy}  
○ trigrams: {I have a, have a dog, a dog whose, … , playing with Lucy}   
○ four-grams: {I have a dog, … , like playing with Lucy}   
○ …
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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n-gram Language Models

● w1 – a unigram
● w1 w2 – a bigram
● w1 w2  w3  – a trigram
● w1w2 …wn  – an n-gram
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”



Undergrad NLP 2022Yulia Tsvetkov

n-gram Language Models

● Question: How to learn a Language Model?
● Answer (pre- Deep Learning): learn an n-gram Language Model!

● Idea: Collect statistics about how frequent different n-grams are and use these 
to predict next word
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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unigram probability

● corpus size m = 17
● P(Lucy) = 2/17; P(cats) = 1/17

● Unigram probability: 
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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bigram probability

27

“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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trigram probability
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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n-gram probability
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“I have a dog whose name is Lucy. I have two cats, they like playing with Lucy.”
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Sentence/paragraph/book probability
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How to estimate?
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Markov assumption

31

● We make the Markov assumption: x(t+1) depends only on the 
preceding n-1 words
○ Markov chain is a “…stochastic model describing a sequence of possible 

events in which the probability of each event depends only on the state 
attained in the previous event.”

assumption

n-1 words
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Markov assumption
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or maybe even
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Chain rule 

Calculating a probability of a sequence
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Chain rule

Markov assumption 

First-order Markov process
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● Relax independence assumption: 

Second-order Markov process: 
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● Relax independence assumption: 

● Simplify notation: 

Second-order Markov process: 
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● A trigram language model contains 
○ a vocabulary V
○ a non negative parameters q(w|u,v) for every trigram, such that

○ the probability of a sentence x1, …, xn, where xn=STOP is 

3-gram LMs
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Example
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Example
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Example
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● can you tell me about any good cantonese restaurants close by

● mid priced that food is what i’m looking for 

● tell me about chez pansies

● can you give me a listing of the kinds of food that are available

● i’m looking for a good place to eat breakfast

● when is caffe venezia open during the day

Berkeley restaurant project sentences
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Raw bigram counts (~1000 sentences)
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Bigram probabilities
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P(<s> i want chinese food </s>) =

P(i|<s>)   

×  P(want|i)  

×  P(chinese|want)   

×  P(food|chinese)   

×  P(</s>|food)

=  …
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Bigram estimates of sentence probability
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P(to|want) = 0.66

P(chinese|want) = 0.0065

P(eat|to) = 0.28

P (i|<s>) = 0.25

P(food|to) = 0.0

P(want|spend) = 0.0
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What can we learn from bigram estimates?
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Sampling from a language model
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Sampling from a language model
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Sampling from a language model
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Sampling from a language model
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Practical issues
● Multiplying very small numbers results in numerical underflow

○ we do every operation in log space
○ (also adding is faster than multiplying)
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●  We would want to model longer dependencies

Markovian assumption is false
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● Maximum likelihood for estimating q
○ Let c(w1, …, wn) be the number of times that n-gram appears in a corpus

○ If vocabulary has 20,000 words ⇒ Number of parameters is 8 x 1012! 

Sparsity
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● Given a corpus of length M

Bias-variance tradeoff
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● For most N‐grams, we have few observations
● General approach: modify observed counts to improve estimates

○ Back‐off:
■ use trigram if you have good evidence; 
■ otherwise bigram, otherwise unigram

○ Interpolation: approximate counts of N‐gram using combination of estimates from 
related denser histories

○ Discounting:  allocate  probability mass for unobserved events by discounting counts 
for observed events

Dealing with sparsity
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● We often want to make estimates from sparse statistics:

● Smoothing flattens spiky distributions so they generalize better:

▪ Very important all over NLP, but easy to do badly

P(w | denied the)
  3 allegations
  2 reports
  1 claims
  1 request
  7 total
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P(w | denied the)
  2.5 allegations
  1.5 reports
  0.5 claims
  0.5 request
  2 other
  7 total

Discounting/smoothing methods
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● Combine the three models to get all benefits

Linear interpolation
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● Need to verify the parameters define a probability distribution

Linear interpolation
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● Define a special OOV or “unknown” symbol <unk>. Transform some (or all) rare 
words in the training data to <unk>
○ You cannot fairly compare two language models that apply different <unk> 

treatments
● Build a language model at the character level

Dealing with Out-of-vocabulary terms
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● Intuitively, language models should assign high probability to real language they 
have not seen before
○ Want to maximize likelihood on held-out, not training data
○ Models derived from counts / sufficient statistics require generalization parameters to 

be tuned on held-out data to simulate test generalization
○ Set hyperparameters to maximize the likelihood of the held-out data (usually with grid 

search or EM)

Evaluation

Counts / parameters 
from here

Hyperparameters 
from here

Evaluate here

60

tune the model’s 
parameters on a 

validation set

evaluate the 
model on a

test set

build language 
model from a

train set
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● Extrinsic evaluation: build a new language model, use it for some task (MT, 
ASR, etc.)

● Intrinsic: measure how good we are at modeling language

Evaluation

61
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Extrinsic evaluation of N-gram models
● Best evaluation for comparing models A and B

○ Put each model in a task
■ spelling corrector, speech recognizer, MT system

○ Run the task, get an accuracy for A and for B
■ How many misspelled words corrected properly
■ How many words translated correctly

● Compare accuracy for A and B
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Difficulty of extrinsic (in-vivo) evaluation of N-gram models

● Extrinsic evaluation
○ Time-consuming; can take days or weeks

So

● Sometimes use intrinsic evaluation: perplexity
○ Bad approximation

■ unless the test data looks just like the training data
○ So generally only useful in pilot experiments
○ But is helpful to think about
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● Test data: S = {s1, s2, …, ssent}
○ parameters are estimated on training data

○ sent is the number of sentences in the test data

Intrinsic evaluation: perplexity

64



Undergrad NLP 2022Yulia Tsvetkov

● Test data: S = {s1, s2, …, ssent}
○ parameters are estimated on training data

○ sent is the number of sentences in the test data

Evaluation: perplexity

65



Undergrad NLP 2022Yulia Tsvetkov

● Test data: S = {s1, s2, …, ssent}
○ parameters are estimated on training data

○ sent is the number of sentences in the test data

Evaluation: perplexity
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● Test data: S = {s1, s2, …, ssent}
○ parameters are estimated on training data

○ sent is the number of sentences in the test data
○ M is the number of words in the test corpus

Evaluation: perplexity
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● Test data: S = {s1, s2, …, ssent}
○ parameters are estimated on training data

○ sent is the number of sentences in the test data
○ M is the number of words in the test corpus
○ A good language model has high p(S) and low perplexity

Evaluation: perplexity
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Understanding perplexity

● It’s a branching factor
○ assign probability of 1 to the test data ⇒ perplexity = 1
○ assign probability of 1/|V| to every word ⇒ perplexity = |V|
○ assign probability of 0 to anything ⇒ perplexity = ∞

■ this motivates the proper probability constraint

 

● cannot compare perplexities of LMs trained on different corpora 

69



Undergrad NLP 2022Yulia Tsvetkov

● When |V| = 50,000
● trigram model perplexity: 74 (<< 50,000)
● bigram model: 137 
● unigram model: 955

Typical values of perplexity
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