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Announcements
● HW 2 released

○ Start early

● HW2 content will be covered in lectures by the end of the next week
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Your feedback - positives
● Interesting course content
● Good course organization 
● Clear lectures, enough examples and context
● Educational/interesting/high-quality/relevant/hands-on homework assignments 
● Manageable deadlines 
● Active discussion forum
● Knowledgeable TAs
● Grading is not stressful
● Enough office hours
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Moving forward
Lectures

● Lecture pace – too fast/too slow/too much recap
● “Easy” homework 
● Create a zoom link for the lectures , allow people to join in real time and ask questions
● Repeat questions

Ed questions
● Response time within 24 hours
● TA in charge on Ed every day (same day with OH)

Homework assignments
● Assignment 1 - 8.3 - partial credit; most coding parts will not be given partial credit (2-6 points each)
● please check Ed, so many comments on Ed, recorded OH, announcements
● Assignment 2 - adapted the difficulty, removed tricky question, added “free points” questions
● Please please please check Ed
● Grades will be released next week, and 7 days after grades release day for regrading requests

Office hours
● Allow students to sign up for queue during office hours 
● Dynamically adjust OH time slots
● Separate instructors’ meetings to coordinate student feedback
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Readings
● J&M SLP3 https://web.stanford.edu/~jurafsky/slp3/8.pdf
● Collins (2011) http://www.cs.columbia.edu/~mcollins/hmms-spring2013.pdf
● Eis 7.1-7.4, 8.1 
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Levels of linguistic knowledge
Phonetics The study of the sounds of human language

Phonology The study of sound systems in human language

Morphology The study of the formation and internal structure of 
words

Syntax The study of the formation and internal structure of 
sentences

Semantics The study of the meaning of sentences 

Pragmatics The study of the way sentences with their semantic 
meanings are used for particular communicative 
goals
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Sequence labeling problems
Map a sequence of words to a sequence of labels

● Part-of-speech tagging (Church, 1988; Brants, 2000) 
● Named entity recognition (Bikel et al., 1999)
● Text chunking and shallow parsing (Ramshaw and Marcus, 1995) 
● Word alignment of parallel text (Vogel et al., 1996) 
● Compression (Conroy and O’Leary, 2001) 
● Acoustic models, discourse segmentation, etc. 
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Part of speech tagging
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Parts of speech
● Open classes

○ nouns
○ verbs
○ adjectives 
○ adverbs

● Closed classes
○ prepositions 
○ determiners
○ pronouns
○ conjunctions
○ auxiliary verbs
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Parts of speech, more fine-grained classes
● Open classes

○ nouns
■ proper
■ common

● count
● mass

○ verbs
○ adjectives 
○ adverbs

■ directional 
■ degree
■ manner
■ temporal

Actually, I ran home extremely quickly yesterday
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Parts of speech, closed classes
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Part of speech tagsets
● Penn treebank tagset (Marcus et al., 1993)
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Example of POS tagging
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The Universal Dependencies 
https://universaldependencies.org
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Why POS tagging
● Goal: resolve ambiguities
● Text-to-speech 

○ record, lead, protest
● Lemmatization 

○ saw/V → see, saw/N → saw
● Preprocessing for harder disambiguation problems

○ syntactic parsing
○ semantic parsing

15



Undergrad NLP 2022Yulia Tsvetkov

Ambiguities in POS tags
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Ambiguities in POS tags
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Most frequent class baseline
● Assigning each token to the class it occurred in most often in the training set

● Always compare a classifier against a baseline at least as good as the most 
frequent class baseline 

● The WSJ training corpus and test on sections 22-24 of the same corpus the 
most-frequent-tag baseline achieves an accuracy of 92.34%.

● 97% tag accuracy achievable by most algorithms (HMMs, MEMMs, neural 
networks, rule-based algorithms)
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Sequence labeling as text classification
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Generative sequence labeling: Hidden Markov Models

20



Undergrad NLP 2022Yulia Tsvetkov

Markov Chain: weather

the future is independent of the past given the present
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Markov chain
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Markov Chain: words

the future is independent of the past given the present
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Hidden Markov Models
● In real world many events are not observable
● Speech recognition: we observe acoustic features but not the phones
● POS tagging: we observe words but not the POS tags
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Hidden Markov Models (HMMs)
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HMM example
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Types of HMMs
● + many more
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HMMs in language technologies
● Part-of-speech tagging (Church, 1988; Brants, 2000) 
● Named entity recognition (Bikel et al., 1999) and other information extraction 

tasks 
● Text chunking and shallow parsing (Ramshaw and Marcus, 1995) 
● Word alignment of parallel text (Vogel et al., 1996) 
● Acoustic models in speech recognition (emissions are continuous)
● Discourse segmentation (labeling parts of a document) 
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HMM parameters
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HMMs: algorithms

Forward

Viterbi

Forward–
Backward; 
Baum–Welch
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HMM tagging as decoding
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HMM tagging as decoding

How many possible choices?
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Part of speech tagging example
Slide credit: Noah Smith
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The Viterbi algorithm
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The Viterbi algorithm
Complexity?
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 The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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Beam search
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HMMs:algorithms

From J&M

Forward

Viterbi

Forward–Backward; 
Baum–Welch
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The Forward algorithm
sum instead of max
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Viterbi
● n-best decoding
● relationship to sequence alignment
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