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Announcements
● HW 2 review
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Part of speech tagging
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Why POS tagging
● Goal: resolve ambiguities
● Text-to-speech 

○ record, lead, protest
● Lemmatization 

○ saw/V → see, saw/N → saw
● Machine translation – the meaning of a word depends on its POS tag

○ “what is your address” vs. “we should address this comment”
○ “grand challenge” vs. “challenge the team”

● Sentiment analysis – adjectives are the major opinion holders
○ “good” vs. “bad”, “excellent” vs. “terrible”

● Preprocessing for harder disambiguation problems
○ syntactic parsing
○ semantic parsing
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Parts of speech
● Open classes

○ nouns
○ verbs
○ adjectives 
○ adverbs

● Closed classes
○ prepositions 
○ determiners
○ pronouns
○ conjunctions
○ auxiliary verbs
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Parts of speech, more fine-grained classes
● Open classes

○ nouns
■ proper
■ common

● count
● mass

○ verbs
○ adjectives 
○ adverbs

■ directional 
■ degree
■ manner
■ temporal

Actually, I ran home extremely quickly yesterday

6



Undergrad NLP 2022Yulia Tsvetkov

Parts of speech, closed classes
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Part of speech tagsets
● Penn treebank tagset (Marcus et al., 1993)
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● There are 7 children there.

● Preliminary findings were reported in today’s NY TIMES.

Example of POS tagging
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The Universal Dependencies 
https://universaldependencies.org
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The Universal Dependencies 
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Ambiguities in POS tags
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Ambiguities in POS tags
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POS-tagging is a disambiguation task
● look at this small building in the back/NN
● the main player in the team took a back/JJ seat
● a majority of senators will back/VERB the decision
● we should enable the country to buy back/PART its debt
● I was twenty-one back/ADV then

● try yourself with an online POS tagger, e.g., https://parts-of-speech.info/
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POS tagging algorithms
● We will introduce classic and state-of-the-art sequence labeling approaches

○ Hidden Markov Model (HMM) + Viterbi, generative
○ RNNs + Conditional Random Field (CRF), discriminative
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Most frequent class baseline
● A baseline: assign each word its most probable (frequent) tag

● Always compare a classifier against a baseline at least as good as the most 
frequent class baseline 

● The WSJ training corpus and test on sections 22-24 of the same corpus the 
most-frequent-tag baseline achieves an accuracy of 92.34%.

● 97% tag accuracy achievable by most algorithms (HMMs, MEMMs, neural 
networks, rule-based algorithms)
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Sequence labeling as text classification
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Generative sequence labeling: Hidden Markov Models
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Markov Chain: weather
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Markov Chain: weather

● A model that assigns probabilities to sequences of random variables
○ Each variable can take a value from some finite set

● Markov assumption: only the current state matters for predicting the next state, 
all states before the current have no impact

● For a set of variables: q1, q2, …, qi
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Markov Chain: weather

● Given initial probabilities of [0.1, 0.7, 0.2] compute the probability for: 
○ HOT WARM WARM HOT 
○ HOT COLD HOT COLD
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Markov chain
● Formally, a Markov chain specified by the following components
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Markov Chain: words

● only the current state matters for predicting the next state, 
all states before the current have no impact
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Markov Chain: words

● only the current state matters for predicting the next state, 
all states before the current have no impact
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Hidden Markov Models
● We use a Markov chain for computing P for a sequence of observable events
● In many cases the events we are interested in are hidden

○ e.g., we don’t observe POS tags in a text 
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Hidden Markov Models
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Hidden Markov Models
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Hidden Markov Models (HMMs)
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Types of HMMs
● + many more

29



Undergrad NLP 2022Yulia Tsvetkov 30



Undergrad NLP 2022Yulia Tsvetkov

HMMs in language technologies
● Part-of-speech tagging (Church, 1988; Brants, 2000) 
● Named entity recognition (Bikel et al., 1999) and other information extraction 

tasks 
● Text chunking and shallow parsing (Ramshaw and Marcus, 1995) 
● Word alignment of parallel text (Vogel et al., 1996) 
● Acoustic models in speech recognition (emissions are continuous)
● Discourse segmentation (labeling parts of a document) 
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HMM parameters
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HMMs: algorithms
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HMM tagging as decoding
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HMM tagging as decoding
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HMM tagging as decoding
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HMM tagging as decoding
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HMM tagging as decoding
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HMM tagging as decoding
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HMM tagging as decoding
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HMM tagging as decoding
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Part of speech tagging example
Slide credit: Noah Smith
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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The Viterbi algorithm
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Beam search
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HMMs:algorithms

From J&M59
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HMMs:algorithms

From J&M60
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The Forward algorithm
● Just sum instead of max!
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Viterbi
● n-best decoding
● relationship to sequence alignment
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