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Wikipedia is widely read
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Wikipedia is widely used in NLP research
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● Coverage bias
○ Some studies have found notable women are more likely to be missing on Wikipedia 

than notable men (Reagle and Rhue  2011) more recent work has found the opposite 
(Wagner et al. 2015; Young et al. 2016)

○ Articles about women tend to be longer than articles about men (Graells-Garrido et al. 
2015; Reagle and Rhue 2011; Wagner et al. 2015; Young et al. 2016)

● Structural bias
○ All biography articles tend to link to articles about men more than women (Young, 

Wigdor, and Kane 2016; Wagner et al. 2015, 2016; Eom et al. 2015)
● Content bias

○ Pages for women discuss personal relationships more frequently than pages for men 
(Bamman and Smith 2014; Graells-Garrido et al. 2015; Wagner et al. 2016)

Numerous studies examine gender bias in Wikipedia 
biography pages
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Are there differences in how 
English/Spanish/Russian/… 
Wikipedias portray people?
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There are subtle differences in narratives
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● Identification of disparities in research studies has lead to editor action to reduce 
them (Reagle and Rhue 2011; Langrock and González-Bailón 2020)

● NLP models are liable to absorb and amplify data biases
○ Tools to identify disparities can aid NLP researchers in balancing training data sets
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● football, footballer, baseball, league 
(Graells-Garrido et al. 2015; Reagle and 
Rhue 2011; Wagner et al. 2015)

Does this imply Wikipedia editors omit 
the football achievements of women?

In society and on Wikipedia, there are 
more male football players than female 
ones

Limitation 1: Confounding variables limit conclusions of 
analyses

Men-assoc.
he
his
He
His

season
him

League
Club

Women-assoc.
her
she
She
Her

Women
women
Actress
husband
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● Editors are predominately white and male
● Cultural identity is a motivating factor in what 

content people contribute  (Miquel-Ribé, 2016)
● Edit-a-thons and other community initiatives to 

reduce observed cultural gaps
● Non-white sociologists are less likely to have 

articles  (Adams, 2019)

Limitation 2: Content disparities likely exist for social 
dimensions other than binary gender (e.g. race)

https://meta.wikimedia.org/wiki/Research:Wikipedia_Editors_Survey_2011_April   
https://en.wikipedia.org/wiki/Racial_bias_on_Wikipedia 
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Facilitate examinations of systemic differences in Wikipedia biography articles about 
people of different attributes (race, gender, LGBTQIA+)

● Methodology to reduce the influence of confounding variables and isolate 
dimensions of interest

● Methodology for building corpora of biography pages 

● Methodology for automatically analyzing how people are portrayed in 
multilingual texts

Intended use case: identify articles that may benefit from further editing

This work
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Controlled Analyses of Social Biases in Wikipedia Bios

● Wikipedia Bios selection methodology
○ Anjalie Field*, Chan Young Park*, Kevin Lin, and Yulia Tsvetkov (2022) 

Controlled Analyses of Social Biases in Wikipedia Bios. TheWebConf

● Wikipedia Bios content analysis methodology
○ Chan Young Park*, Xinru Yan*, Anjalie Field*, Yulia Tsvetkov (2021) Multilingual Contextual 

Affective Analysis of LGBT People Portrayals in Wikipedia. ICWSM
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● Goal:
○ Isolate target attributes (e.g. gender, race) from other attributes that may affect how 

Wikipedia editors write articles (e.g. age, occupation, religion)

● Contribution:
○ Develop a matching algorithm to construct comparison corpus that matches the 

target corpus on as many attributes as possible, except the target one

Reduce confounding variables through Pivot-Slope 
TF-IDF Matching
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Construction of comparable corpora

all articles about 
cisgender women
(target corpora)

all articles about 
cisgender men
(candidate 
comparison corpora)

articles about 
cisgender women
(target corpora)

articles about cisgender 
men
(comparison corpora)

Similar distribution of all 
attributes except gender
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Article about a cisgender woman

Articles about cisgender men

Identify comparison article 
closest matching target article

High-level construction of comparison corpus
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Choice of attributes: Wikipedia categories
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High-level construction of comparison corpus

Article about a cisgender woman

Articles about cisgender men

How do we identify comparison 
article with most similar 
categories?

Largest intersection of categories

● Weights categories equally
● Favors article with more 

categories
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High-level construction of comparison corpus

Article about a cisgender woman

Articles about cisgender men

● Represent categories as TF-IDF 
vectors with a pivot-slope 
correction

● More descriptive categories like 
“Members of the United States 
House of Representatives from 
Maine” are weighted more than 
common categories like 
“21st-century American 
politicians”
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https://en.wikipedia.org/wiki/Category:Members_of_the_United_States_House_of_Representatives_from_Maine
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High-level construction of comparison corpus

Article about a cisgender woman

Articles about cisgender men

● Represent categories as TF-IDF 
vectors with a pivot-slope 
correction

● Correct tendency to favor articles 
with fewer categories

Singhal et al. (1996)
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High-level construction of comparison corpus

Article about a cisgender woman

Articles about cisgender men

● Add article with highest 
cosine-similarity to 
comparison corpora

● “Members of the United 
States House of 
Representatives from 
Maine”

● “People from Falmouth”
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High-level construction of comparison corpus

Article about a cisgender woman

Articles about cisgender men
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Evaluations: Random simulations (lower score is better)

● Compare how well algorithms balance covariates (categories) using 
standardized difference of means
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Evaluations: Random simulations (lower score is better)

● Compare how well algorithms balance word statistics of article text
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Evaluations: Random simulations (lower score is better)

● Examine if algorithm creates artificial findings (e.g. favors articles with more or 
fewer categories)
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Dataset construction
● All articles with the category “Living people” on English Wikipedia in March 

2020
○ discarded articles with < 2 categories, < 100 tokens, or marked as stubs 

(containing a category like “Actor stubs”). 
○ use English categories for matching, which we expect to be the most reliable, 

because English has the most active editor community. 
○ ignore categories focused on article properties instead of people traits using a 

heuristics, e.g., categories containing “Pages with”. 

● Our final corpus consists of 
○ 444,045 articles, containing on average 9.3 categories and 628.2 tokens. 
○ the total number of categories considered valid for matching is 209,613



Analyses of Biases in Wikipedia BiosMay 2022

Social attributes

Mary Bucholtz and Kira Hall. 2005. Identity and interaction: A sociocultural linguistic approach. Discourse Studies 7, 4-5 (2005), 585–614. 
Alex Hanna, Emily Denton, Andrew Smart, and Jamila Smith-Loud (2020) Towards a critical race methodology in algorithmic fairness. FAccT.

● Our goal is to identify observed gender and race as perceived by Wikipedia editors who 
assigned article metadata (or readers who may view them), as opposed to assuming 
ground-truth values
○ we derive race and gender directly from Wikipedia articles and associated metadata

● Gender – Wikidata — a crowd-sourced database corresponding to Wikipedia pages
■ non-binary, cis. women, transgender women, transgender men; cis. men as comparison group

● Race – social construct with no global definition
■ biographies of American people and commonly selected race/ethnicity categories from the U.S 

census: Black/African American, Asian American, Hispanic/LatinX American; unmarked as 
comparison group
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Analysis Data
Pre-match Size Final Size

African American 9,998 8,404

Asian American 4,728 3,473

Hispanic/LatinX American 4,483 3,813

Unmarked American (comparison) 93,486 -

Non-Binary 200 127

Cisgender Women 108,915 64,828

Transgender Women 261 134

Transgender men 85 53

Cisgender men (comparison) 331,484 -
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● Focus on content bias, some metrics also capture coverage bias
● English articles:

○ Length
○ Language availability
○ Edit count
○ Article age
○ Percent of article devoted to common sections
○ Word statistics

● In top 10 edited languages:
○ Article lengths
○ Normalized section lengths

31

Analysis Metrics https://anjalief.github.io/wikipedia_bias_viz/

https://anjalief.github.io/wikipedia_bias_viz/
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● Numerous types of bias that our method does not capture
○ Reducing the influence of confounding variables could mask biases, e.g. race is so 

integral to U.S. society that it may not really be possible to separate it from other 
variables (Hanna et al. 2020)

● Reliant on category information
● Difficult to determine origins of content disparity

○ Articles about women may be shorter than articles about men because:
■ Wikipedia editors write them less carefully
■ Secondary sources may have less information about women (biases in media coverage 

perpetuate to Wikipedia)
■ Because of societal structures, it’s difficult for women to achieve the same 

accomplishments as men
○ Our intended use case: identify articles that may benefit from further editing

Limitations
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Analysis Results: Motivating Example

Unmatched Matched

he
his
He
His

season
him

League

her
she
She
Her

Women
women
actress

he
his
He
His
him

himself
wife

her
she
She
Her

Women
women

husband

33



Analyses of Biases in Wikipedia BiosMay 2022

Without matching With matching

Target Comparison Target Comparison

African American 902.0 711.4 942.8 955.5

Asian American 741.3 711.4 795.64 854.6

Hispanic/Latinx 
American 972.5 711.4 1017.37 1028.11

34
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Edit History Article Age # of Languages

Target Comp. Target Comp. Target Comp.

African American 243.4 245.8 128.5 136.2 6.2 6.8

Asian American 193.2 198.5 123.2 130.3 6.0 7.1

Hispanic/Latinx 
American 293.4 277.8 130.0 137.4 7.5 7.6

35

Additional characteristics
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Intersectionality: African American Women

Article Lengths # of Languages

Target Comp. Target Comp.

vs. unmarked Amer. 
women 906.78 864.81 5.93 7.19

vs. African American 
men 1036.79 1005.40 6.42 6.60

vs. unmarked American 
men 1012.53 958.52 6.10 5.62
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● Articles about cisgender women, African Americans, and Asian Americans tend 
to be shorter and available in fewer languages than comparisons

● Articles about transgender women tend to have more edits and be available in 
more languages than comparisons

● Articles for all single-attribute target groups tend to be written more recently 
than comparisons

● Articles about African American women tend to be available in more languages 
than unspecified American men, but fewer languages than unspecified 
American women

Highlights of Findings
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Controlled Analyses of Social Biases in Wikipedia Bios

● Wikipedia Bios selection methodology
○ Anjalie Field*, Chan Young Park*, Kevin Lin, and Yulia Tsvetkov (2022) 

Controlled Analyses of Social Biases in Wikipedia Bios. TheWebConf

● Wikipedia Bios content analysis methodology
○ Chan Young Park*, Xinru Yan*, Anjalie Field*, Yulia Tsvetkov (2021) Multilingual Contextual 

Affective Analysis of LGBT People Portrayals in Wikipedia. ICWSM
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There are subtle differences in narratives
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Are there differences in how 
English/Spanish/Russian/… 
Wikipedias portray people?
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● 1,340 Wikipedia articles about LGBT people

● 1,340 articles about non-LGBT people with similar characteristics

● Articles are in three languages: English, Spanish, Russian

LGBTBio Corpus
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Sentiment

Power

Agency

Affect Control Theory

44

Osgood, C.; Suci, G.; and Tannenbaum, P. 1957. The Measurement of Meaning. Illini Books, IB47. University of Illinois Press
Mohammad, Saif. "Obtaining reliable human ratings of valence, arousal, and dominance for 20,000 english words." Proc. ACL’18

Besides a denotative meaning, three important, 
largely independent, dimensions of word meaning are:

● Valence / Sentiment
○ positive–negative
○ pleasant–unpleasant

● Arousal / Agency
○ active–passive

● Dominance / Power
○ dominant–submissive

Figure credit: Tobias Schröder
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Find (Sentiment, Power, Agency) connotations in a given context:

Contextual Affective Analysis

45

Rashkin, Hannah, Sameer Singh, and Yejin Choi. (2016) Connotation Frames: A Data-Driven Investigation. ACL
Sap, Maarten, et al. (2017) Connotation frames of power and agency in modern films. EMNLP
Field et al. (2019) Contextual Affective Analysis: A Case Study of People Portrayals in Online #MeToo Stories. ICWSM

“The firefighter rescued the boy”

● Sentiment towards firefighter: Positive (+)

● Power of firefighter: Positive (+)

● Agency of firefighter: Positive (+)
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Multilingual Contextualized Connotation Frames

Existing dataset: 

46

X rescues Y 
.
.
.

X deserves Y

( + ,  +,  +)
.
.
.

( +,  +,  0 )

Verbs 
→ (Sentiment, Power, Agency)
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Multilingual Contextualized Connotation Frames
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X rescues Y 
.
.
.

X deserves Y

( + ,  +,  +)
.
.
.

( +,  +,  0 )

A boy deserves appellation
A boy deserves punishment

.

.

.
The firefighter rescued the boy

( + ,  +,  0 )
( – , 0 , 0 )

.

.

.
( +,  +,  0 )

Un chico merece un castigo
.
.
.

Пожарный спас мальчика

( – , 0 , 0 )
.
.
.

( +,  +,  0 )

in-language

New dataset
Existing dataset: 

in-c
ont
ext
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Method: Multilingual Connotation Classifier
● Sentence representations from cross-lingual pre-trained Language Models (XLM)

● A supervised classifier to measure sentiment, power, agency scores in people’s 
mentions in the LGBTBio corpus 
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XLM

Supervised 
Classifier

Crowdsourced 
Multilingual Contextual 
Connotation Frames

LGBTBio Corpus 
(using the matching 
approach from Part 1)

XLM

sentiment, power, agency 
connotation labels of mentions of people

in the LGBTBio corpus
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Classifier Evaluation Results

49

● in-language training data is important 

● augmenting datasets from other languages helps

● Macro F1 
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Classifier Evaluation Results

50

● Same pattern in English, Spanish, and Russian
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Research Questions
Writers have a choice in how they portray people:

● Who is portrayed as powerful?
● Who is portrayed as sympathetic?
● Who is portrayed as having high agency?
● How do these portrayals differ across social attributes and languages?
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Contextual Affective Analysis of 
Narratives Describing LGBT People
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Cultural stereotypes: is there a difference in 
narratives across languages?

53

● Connotation scores of the articles in LGBTBio

● y axis here: how positively or negatively LGBT people are portrayed when 
compared to their non-lgbt control set (-1, 0, 1)
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Occupational stereotypes: is there a difference in 
narratives across languages?

54

● Connotation scores of the articles in LGBTBio

● y axis here: how positively or negatively LGBT people from specific occupations 
are portrayed when compared to their non-lgbt control set (-1, 0, 1)

● politicians, scientists, 
activists
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Changing global perceptions across time
● Connotation scores of the articles in LGBTBio

● y axis here: how positively or negatively LGBT people from specific time spans 
are portrayed when compared to their non-lgbt control set (-1, 0, 1)
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Identification of imbalanced content
● https://en.wikipedia.org/wiki/Cleve_Jones

● https://ru.wikipedia.org/wiki/%D0%94%D0%B6%D0%BE%D0%BD%D1%81,_%D0%9A%D0%BB%D0%
B8%D0%B2

The English article does say “Jones  
described his status as HIV+” but makes no 
mention of threats or attacks.

The English article does not describe Jones as a 
passive observer of the U.S. AIDS epidemic. 
Instead, it focuses on projects that Jones initiated 
or worked on such as the AIDS Memorial Quilt.

https://en.wikipedia.org/wiki/Cleve_Jones
https://ru.wikipedia.org/wiki/%D0%94%D0%B6%D0%BE%D0%BD%D1%81,_%D0%9A%D0%BB%D0%B8%D0%B2
https://ru.wikipedia.org/wiki/%D0%94%D0%B6%D0%BE%D0%BD%D1%81,_%D0%9A%D0%BB%D0%B8%D0%B2
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Important ethical considerations
● Limited conclusions -- variability in many entangled factors (individual, cultural, 

linguistic, technical) and many plausible interpretations. Any kind of analysis is 
going to make assumptions and have limitations -- but that doesn’t mean we 
shouldn’t (carefully) try 

● Only public and publicized data; many methods are not applicable to large scale 
social network datasets

● Only aggregate analyses over sufficiently large groups

● NLP systems implicitly embed social attributes. Without explicit intervention, 
they risk perpetuating harmful stereotypes

● …



Analyses of Biases in Wikipedia BiosMay 2022

Thank you!
● Wikipedia Bios selection methodology

○ Anjalie Field*, Chan Young Park*, Kevin Lin, and Yulia Tsvetkov (2022) 
Controlled Analyses of Social Biases in Wikipedia Bios. TheWebConf

● Wikipedia Bios content analysis methodology
○ Chan Young Park*, Xinru Yan*, Anjalie Field*, Yulia Tsvetkov (2021) Multilingual Contextual 

Affective Analysis of LGBT People Portrayals in Wikipedia. ICWSM
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